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Abstract

This paper provides a survey of the itemset method for association rule generation. The paper discusses past research on the topic and also studies the relevance and importance of the itemset method in generating association rules. We discuss a number of variations of the association rule problem which have been proposed in the literature and their practical applications. Some inherent weaknesses of the large itemset method for association rule generation have been explored. We also discuss some other formulations of associations which can be viable alternatives to the traditional association rule generation method.

1 Introduction

Association rules find the relationships between the different items in a database of sales transactions. Such rules track the buying patterns in consumer behavior eg. finding how the presence of one item in the transaction affects the presence of another and so forth. The problem of association rule generation has recently gained considerable prominence in the data mining community because of the capability of its being used as an important tool for knowledge discovery. Consequently, there has been a spurt of research activity in the recent years surrounding this problem.

Let $I = \{ i_1, i_2, \ldots, i_m \}$ be a set of binary literals called items. Each transaction $T$ is a set of items, such that $T \subseteq I$. This corresponds to the set of items which a consumer may buy in a basket transaction.

An association rule is a condition of the form $X \Rightarrow Y$ where $X \subseteq I$ and $Y \subseteq I$ are two sets of items. The idea of an association rule is to develop a systematic method by which a user can figure out how to infer the presence of some sets of items, given the presence of other items in a transaction. Such information is useful in making decisions such as customer targeting, shelving, and sales promotions.

An important approach to the association rule problem was developed by Agrawal et. al. in [4]. This is a two-phase large itemset approach. Certain terminologies were defined in the same work which formalize these notions. In order to discuss the method further, we shall review some important definitions.

The support of a rule $X \Rightarrow Y$ is the fraction of transactions which contain both $X$ and $Y$. 
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The confidence of a rule $X \Rightarrow Y$ is the fraction of transactions containing $X$, which also contain $Y$. Thus, if we say that a rule has 90% confidence then it means that 90% of the tuples containing $X$ also contain $Y$.

The large itemset approach is as follows. Generate all combinations of items that have fractional transaction support above a certain user-defined threshold called minsupport. We call all such combinations large itemsets. Given an itemset $S = \{i_1, i_2, \ldots, i_k\}$, we can use it to generate at most $2^k$ rules of the type $[S - \{i_r\}] \Rightarrow \{i_r\}$ for each $r \in \{1, \ldots, k\}$. Once these rules have been generated, only those rules above a certain user defined threshold called minconfidence may be retained.

In order to generate the large itemsets, an iterative approach is used to first generate the set of large 1-itemsets $L_1$, then the set of large itemsets $L_2$, and so on until for some value of $r$ the set $L_r$ is empty. At this stage the algorithm can be terminated. During the $k$th iteration of this procedure a set of candidates $C_k$ is generated by performing a $(k-2)$-join on the large itemsets $L_{k-1}$. The itemsets in this set $C_k$ are candidates for large itemsets, and the final set of large itemsets $L_k$ must be a subset of $C_k$. Each element of $C_k$ needs to be validated against the transaction database to see if it indeed belongs to $L_k$. The validation of the candidate itemset $C_k$ against the transaction database seems to be a bottleneck operation for the algorithm. This method requires multiple passes over a transaction database which may potentially be quite large. For evaluating itemsets with a specific number of items, one pass is required over the transaction database. Thus, if the large itemset with the maximum number of items has 9 items in it, then the method requires 9 passes over the transaction database. This may result in substantial I/O times for the algorithm.

### 2 A survey of research on the large itemset method

After the initial algorithms proposed by Agrawal et. al. in [4], the problem has been extensively studied by other researchers and a number of fast variants have been proposed. In a subsequent paper in [5], Agrawal et. al. has discussed how the the algorithm for finding large itemsets may be sped up substantially by introducing a pruning approach which reduces the size of the candidate $C_k$. This algorithm uses the pruning trick that all subsets of a large itemset must also be large. Thus, if some $(k-1)$-subset of an itemset $I \in C_k$ does not belong to $L_{k-1}$, then that itemset can be pruned from further consideration. This process of pruning eliminates the need for finding the support of the candidate itemset $I$. In the same paper [5], an efficient data structure known as the hash-tree was introduced for evaluating the support of an itemset.

Subsequent work on the large itemset method has concentrated on the following aspects:

1. Improving the I/O costs by reducing the number of passes over the transaction database.
2. Improving the computational efficiency of the large itemset generation procedure.
3. Finding efficient parallel algorithms for association rule generation.
4. Introducing sampling techniques for improving the I/O and computational costs of large itemset generation.
5. Extensions of the large itemset method to other problems such as quantitative association rules, generalized associations, and cyclic association rules.
6. Finding methods for online generation of association rules by using the preprocess-once-query-many paradigm of online analytical processing.
2.1 Alternative Enhancements

We shall provide a brief survey of the work done in each of the above categories. A hash-based algorithm for efficiently finding large itemsets was proposed by Park et. al. in [19]. It was observed that most of the time in the was spent in evaluating and finding large 2-itemsets. The algorithm in Park et. al.[19] attempts to improve this approach by providing a hash based algorithm for quickly finding large 2-itemsets.

Brin et. al. proposed a method for large itemset generation which reduces the number of passes over the transaction database by counting some \((k+1)\)-itemsets in parallel with counting \(k\)-itemsets. In most previously proposed algorithms for finding large itemsets, the support for a \((k+1)\)-itemset was counted after \(k\)-itemsets have already been generated. In this work, it was proposed that one could start counting a \((k+1)\)-itemset as soon as it was suspected that this itemset might be large. Thus, the algorithm could start counting \((k+1)\)-itemsets much earlier than completing the counting of \(k\)-itemsets. The total number of passes required by this algorithm is usually much smaller than the maximum size of a large itemset.

A partitioning algorithm was proposed by Savasere et. al. [21] for finding large itemsets by dividing the database into \(n\) partitions. The size of each partition is such that the set of transactions can be maintained in main memory. Then, large itemsets are generated separately for each partition. Let \(LP_i\) be the set of large itemsets associated with the \(i\)th partition. Then, if an itemset is large, then it must be the case that it must belong to at least one of \(LP_i\) for \(i \in \{1, \ldots, k\}\). Now, the support of the candidates \(U_{i=1}^{k} LP_i\) can be counted in order to find the large itemsets. This method requires just two passes over the transaction database in order to find the large itemsets.

The approach described above is highly parallelizable, and has been used to generate large itemsets by assigning each partition to a processor. At the end of each iteration of the large itemset method the processors need to communicate with one another in order to find the global counts of the candidate \(k\)-itemsets. Often, this communication process may impose a substantial bottleneck on the running time of the algorithm. In other cases, the time taken by the individual processors in order to generate the processor-specific large itemsets may be the bottleneck. Other methods have been proposed such as using a shared hash-tree among the multi-processors in order to generate the large itemsets[28]. More work on the parallelization of the itemset method may be found in [7, 17, 20, 28, 29].

A common feature of most of the algorithms reviewed above and proposed in the literature is that most such research is are variations on the “bottom-up theme” proposed by the Apriori algorithm[4, 5]. For databases in which the itemsets may be long, these algorithms may require substantial computational effort. Consider for example a database in which the length of the longest itemset is 40. In this case, there are \(2^{40}\) subsets of this single itemset, each of which would need to be validated against the transaction database. Thus, the success of the above algorithms critically relies on the fact that the length of the frequent patterns in the database are typically short. An interesting algorithm for itemset generation has been proposed very recently by Bayardo [8]. This algorithm uses clever “look-ahead” techniques in order to identify longer patterns earlier on. The subsets of these patterns can then be pruned from further consideration. Initial computational results [8] indicate that the algorithm can lead to substantial performance improvements over the Apriori method.

Since the size of the transaction database is typically very large, it may often be desirable to use random sampling in order to generate the large itemsets. The use of random sampling to generate large itemsets may save considerable expense in terms of the I/O costs. A method of random sampling was introduced by Toivonen in [27]. The weakness of using random sampling is that it may often result in inaccuracies because of the presence of data skew. Data which are located on the same page may often be highly correlated and may not represent the over all distribution of patterns through the entire database. As a result, it may often be the case that sampling just 5% of the transactions may be as expensive as a pass through the entire database. Anti-skew algorithms for mining association rules have been discussed by Lin and Dunham in [16]. The techniques proposed in this paper reduce the maximum number of scans required to less than 2. The algorithms use a sampling process in order to collect knowledge about the data and reduce the number of passes.
The problems created by data skewness also arise in the context of parallel methods which divide the load among processors by partitioning the transaction data among the different processors. This is because each processor may receive a set of transactions which are not very representative of the entire data set. The problems created by skewness of the data in parallel mining of association rules have been investigated in [25].

2.2 Generalizations of the association rule problem

Initially, the association rule problem was proposed in the context of supermarket data. The motivation was to find how the items bought in a consumer basket related to each other. A number of interesting extensions and applications have been proposed. The problem of mining quantitative association rules in relational tables was proposed in [26]. In such cases association rules are discovered in relational tables which have both categorical and quantitative attributes. Thus, it is possible to find rules which indicate how a given range of quantitative and categorical attributes may affect the values of other attributes in the data. The algorithm for the quantitative association rule problem discretizes the quantitative data into disjoint ranges and then constructs an item corresponding to each such range. Once these pseudo-items have been constructed, a large itemset procedure can be applied in order to find the association rules. Often a large number of rules may be produced by such partitioning methods, many of which may not be interesting. An interest measure was defined and used in [26] in order to generate the association rules. In [14], an algorithm for clustering quantitative association rules was proposed. The aim of this algorithm was to generate rules which were more natural in terms of the quantitative clusters with which individual rules were associated. A closely related issue to finding quantitative association rules is the problem of finding profile association rules in which it is desirable to tie together rules which tie together user profiles with buying patterns. An algorithm for finding profile association rules was discussed in [2]. A method for finding optimized quantitative association rules has been discussed in [26]. This paper discusses how to choose the quantitative ranges in an optimal way so as to maximize the strength of the given association rules.

An interesting issue is that of handling taxonomies of items. For example, in a store, there may be several kinds of cereal, and for each individual kind of cereal, there may be multiple brands. Rules which handle such taxonomies are called generalized associations. The motivation is to generate rules which are as general as possible and also as general as possible while taking such taxonomies into account. Algorithms for finding such rules were presented in [24]. Savasere et al. [22] also discuss how to find interesting negative association rules in the context of taxonomies of items. The focus of this work is to find rules which negatively correlate with rules which are discovered at higher levels of the taxonomy. Another useful extension of association rules which has been recently been proposed is the concept of cyclic association rules. It may often be the case that when association rules are computed for data which have a time component, periodic seasonal variations may be observed. For example, the monthly sales of goods correlate with each other differently on a seasonal basis. Ozden et al. [18] have proposed efficient algorithms for finding association rules which display cyclic variation over time.

2.3 Online generation of association rules

Since the size of the transaction database may be very large, the algorithms for finding association rules are both compute-intensive and require substantial I/O. Thus it is difficult to provide quick responses to user queries. Methods for online generation of association rules have been discussed by Aggarwal and Yu [1]. This algorithm uses the preprocess-once-query-many paradigm of OLAP in order to generate association rules quickly by using an adjacency lattice to prestore itemsets. The interesting feature of this work is that the rules which are generated are independent of both the size of the transaction data and the number of itemsets prestored. In fact, the running time of the algorithm is completely proportional to the size of the output. It is also possible to generate queries for rules with specific items in them. In the same work, redundancy in association rule generation has been discussed. A rule is said to be redundant at a given level of support and confidence if its existence is implied by
some other rule in the set. For example, consider the following pair of rules:

\{
	\text{Milk}\} \Rightarrow \{\text{Bread, Butter}\}
\{
	\text{Milk, Bread}\} \Rightarrow \{\text{Butter}\}

In the above example, the second rule is redundant since its existence is implied by the first. Typically, a single essential rule may imply a large number of rules in the final output. Algorithms were proposed to generate a minimal set of essential rules for a given set of data.

### 3 A criticism of the large itemset method

The large itemset method has proved as a useful tool for mining association rules in large datasets which are inherently sparse. However, in many cases the method is difficult to generalize to other scenarios for computational reasons. Some of the criticisms associated with the large itemset method are the following:

- **Spuriousness in itemset generation:** We shall explain this issue with the help of an example. Consider a retailer of breakfast cereal which surveys 5000 students on the activities they engage in the morning. The data shows that 3000 students play basketball, 3750 eat cereal, and 2000 students both play basketball and eat cereal. For a minimum support of 40\% and minimum confidence of 60\%, we find the following association rule:

\text{play basketball} \Rightarrow \text{eat cereal}

The association rule is misleading because the overall percentage of students eating cereal is 75\% which is even larger than 60\%. Thus, playing basketball and eating cereals are negatively associated: being involved in one decreases the chances of being involved in the other. Consider the following association:

\text{play basketball} \Rightarrow (\text{not}) \text{ eat cereal}

Although this rule has both lower support and lower confidence than the rule implying positive association, it is far more accurate. Thus, if we set the support and confidence sufficiently low, two contradictory rules would be generated; on the other hand if we set the parameters sufficiently high only the inaccurate rule would be generated. In other words, no combination of support and confidence can generate purely the correct association.

Another example is illustrated in Table 1(a), in which we have three items $X$, $Y$, and $Z$. The coefficient of correlation between $X$ and $Y$ is 0.577, while that between $X$ and $Z$ is -0.378. Thus, $X$ and $Y$ are positively related to each other, while $X$ and $Z$ are negatively related. The support for the rules $X \Rightarrow Y$ and $X \Rightarrow Z$ are illustrated in Table 1(b). Interestingly, the support and confidence for the rule $X \Rightarrow Z$ strictly dominates the support and confidence for the rule $X \Rightarrow Y$. Thus, it is not possible to find any level of $\minsupport$ and $\minconfidence$ at which only the rule $X \Rightarrow Y$ would be generated, without a spurious rule $X \Rightarrow Z$ being generated as well. If we set $\minsupport$ and $\minconfidence$ too low, then in many cases (especially when different items have widely varying global density) an unacceptably large number of rules might be generated, (a great majority of which may be spurious) and this defeats the purpose of data mining in the first place.

| $X$ | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $Y$ | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| $Z$ | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

<table>
<thead>
<tr>
<th>Rule</th>
<th>Support</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X \Rightarrow Y$</td>
<td>25%</td>
<td>50%</td>
</tr>
<tr>
<td>$X \Rightarrow Z$</td>
<td>37.5%</td>
<td>75%</td>
</tr>
</tbody>
</table>

Table 1: (a) The base data (b) Corresponding support and confidence
Dealing with dense data sets: For a $k$-dimensional database, there are $2^k$ possibilities for itemsets. Some data sets may be such that a large number of these $2^k$ possibilities may qualify above the minimum support. For such situations, it may be necessary to set the minsupport to an unacceptably high level. This may result in a number of important rules being lost. Often, the value of minsupport is decided based on computational constraints or in restricting the number of rules generated to a manageable number. Thus, it is impossible to ascertain when important rules are being lost and when they are not.

Some important applications in which the data may be dense are the following:

- **Negative association rules**: Suppose we wish to find negative correlations among items. In other words, we wish to mine association rules in which presence as well as absence of an item may be used. Although the large itemset approach can be directly extended to this problem by treating the absence of an item as a pseudo-item, the sparsity of item presence in real transaction data may result in considerable bias towards rules which are concerned only with finding rules corresponding to absence of items rather than their presence.

- **Data in which different attributes have widely varying densities**: Suppose that the categorical data corresponding to customer profile information is available along with the sales transaction data and we wish to find association rules concerning the demographic nature of people buying different items. In this case, directly applying the itemset method may be very difficult because of the different densities of the demographic and the sales transaction information. An example of such a demographic attribute is sex, which may take on either value 50% of the time. On the other hand a bit representing an item may take on the value of 1 only 5% of the time.

4 **An alternative approach using collective strength**

The use of an interest measure has been presented as a solution in order to avoid spurious association rules. The interest level of a rule is the ratio of the actual strength to the expected strength based upon the assumption of statistical independence. Past work has concentrated on using the interest measure as a pruning tool in order to remove the uninteresting rules in the output. However, (as the basketball-cereal example illustrates) as long as support is still the primary determining factor in the initial itemset generation, either the user has to set the initial support parameter low enough so as to not lose any interesting rules in the output or risk losing some important rules. In the former case, computational efficiency may be a problem, while the latter case has the problem of not being able to retain rules which may be interesting from the point of view of a user.

There is some other work which deals with providing alternative methods for viewing itemsets. Correlation rules have been discussed by Brin et. al. in [9]. In [10], the notion of developing implication rules instead of association rules has been discussed. The implication strength of a rule is a number between 0 and $\infty$. An implication strength of 1 indicates that the strength of the rule is exactly as it would be under the assumption of statistical independence. An implication strength which is larger than 1 indicates greater than expected presence. This measure is preferable to confidence because it deals with greater than expected measures for finding association rules.

A different notion called “collective strength” has been defined in [3]. In this work, it is desired to find interesting association rules by using “greater than expected values”.

The collective strength of an itemset is defined to be a number between 0 to $\infty$. A value of 0 indicates perfect negative correlation, while a value of $\infty$ indicates perfectly positive correlation. A value of 1 indicates the “break-even point”, corresponding to an itemset present at expected value.

An itemset $I$ is said to be in *violation* of a transaction, if some of the items are present in the transaction, and others are not. Thus, the concept of violation denotes how many times a customer may buy at least some of the
items in the itemset, but may not buy the rest of the items.

The violation rate of an itemset \( I \) is denoted by \( v(I) \) and is the fraction of violations of the itemset \( I \) over all transactions.

The collective strength of an itemset \( I \) is denoted by \( C(I) \) and is defined as follows:

\[
C(I) = \frac{1 - v(I)}{1 - E[v(I)]} \cdot \frac{E[v(I)]}{v(I)}
\]  

(1)

The expected value of \( v(I) \) is calculated assuming statistical independence. Let us pause here to understand the meaning of collective strength before proceeding further. We note that the violation of an itemset in a transaction is a “bad event” from the perspective of trying to establish high correlation among the corresponding items. Thus \( v(I) \) is the fraction of bad events while \( 1 - v(I) \) is the fraction of “good events”. The above definition for collective strength can be recast as follows:

\[
C(I) = \frac{\text{Good Events}}{\text{E[Good Events]}} \cdot \frac{\text{E[Bad Events]}}{\text{Bad Events}}
\]  

(2)

The following are some of the interesting properties of collective strength.

(1) The notion of collective strength treats the 0 and 1 attributes in a symmetric way. Thus, if we were to apply this to a problem in which the absence as well as the presence of an item is used to find the itemsets, then we can immediately perceive the benefits of this definition.

(2) It is instructive to examine how this definition for collective strength fares for the case of a 2-itemset \( I = \{i_1, i_2\} \). If \( i_1 \) and \( i_2 \) items are perfectly positively correlated, then the collective strength for the corresponding 2-itemset is \( \infty \). This is because in this case, the fraction of occurrences of bad events is 0. On the other hand, when the items are perfectly negatively correlated, the fraction of good events is 0, and hence the collective strength for the corresponding itemset pair is 0. For items which are independent from one another, the collective strength is 1. We provide this example in light of the criticisms that we expounded for the use of the interest measure at the beginning of the section.

(3) The collective strength uses the relative number of times an itemset is present in the database. The itemsets which have an insignificant presence can always be pruned off at a later stage. The level of presence of an itemset \( I \) which constitutes useful information is not exactly the same problem as finding whether or not the items in \( I \) are related to each other. Support can still be used in order to isolate those itemsets which have substantial presence in the database.

A strongly collective itemset is one which has high collective strength along with all of its subsets.

**Definition 1**: An itemset \( I \) is denoted to be strongly collective at level \( K \), if it satisfies the following properties:

(1) The collective strength \( C(I) \) of the itemset \( I \) is at least \( K \).

(2) **Closure property**: The collective strength \( C(J) \) of every subset \( J \) of \( I \) is at least \( K \).

It is necessary to force the closure property in order to ensure that unrelated items may not be present in a itemset. Consider, for example, the case when itemset \( I_1 \) is \{Milk, Bread\} and itemset \( I_2 \) is \{Diaper, Beer\}. If \( I_1 \) and \( I_2 \) each have high collective strength, then it may often be the case that the itemset \( I_1 \cup I_2 \) may also have a high collective strength, even though items such as milk and beer may be independent.

Algorithms for finding strongly collective itemsets have been proposed in [3]. This algorithm requires at most 2 passes over the transaction database in order to find the strongly collective baskets.
5 Conclusions and Summary

This paper discusses a survey of the large itemset method and its applications. The amount of research devoted to this problem has been very substantial in the recent years. Increasingly efficient algorithms have been proposed for the large itemset method by using smart modifications on the Apriori algorithm proposed by Agrawal et. al. However, the considerable computational requirements of the Apriori method may often require methods which are capable of online generation of association rules. Such techniques have been discussed by Aggarwal and Yu in [1]. We also discussed the weaknesses of the large itemset method for association rule generation. An alternative to the previously proposed large itemset technique has been discussed in [3] which uses greater than expected measures in order to generate association rules. This technique may be often preferable to to the large itemset method when the data is either fully or partially dense.

References


